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Today
Course outline

Introduction to deep learning

Fundamentals of machine learning
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Outline
Lecture 1: Fundamentals of machine learning

Lecture 2: Multi-layer perceptron

Lecture 3: Automatic differentiation

Lecture 4: Training neural networks

Lecture 5: Convolutional neural networks

Lecture 6: Computer vision

Lecture 7: Attention and transformer networks

Lecture 8: GPT

Lecture 9: Graph neural networks

Lecture 10: Uncertainty

Lecture 11: Auto-encoders and variational auto-encoders

Lecture 12: Score-based diffusion models
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My mission

By the end of this course, you will have a strong and comprehensive
understanding of deep learning.

You will learn how to design deep neural networks for various advanced
probabilistic inference tasks and how to train them.

The models covered in this course have broad applications in arti�cial
intelligence, engineering, and science.
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Why learning?
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What do you see?
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Sheepdog or mop?
―
Credits: Karen Zack, 2016. 8 / 35

https://twitter.com/teenybiscuit


Chihuahua or mu�n?
―
Credits: Karen Zack. 2016. 9 / 35

https://twitter.com/teenybiscuit


The (human) brain is so good at interpreting visual information that the gap
between raw data and its semantic interpretation is di�cult to assess
intuitively.

This is a mushroom.
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This is a mushroom.
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This is a mushroom.
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This is a mushroom.
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Writing a computer program that sees?
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To extract semantic information, we need models with high complexity that
cannot be manually designed.

However, we can write a program that learns the task of extracting semantic
information.

16 / 35



The machine learning approach consists in:

de�ning a parametric model

optimizing its parameters, by "making it work" on the training data.
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The deep learning revolution
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Deep learning scales up the statistical and machine learning approaches by

using larger models known as neural networks,

training on larger datasets,

using more compute resources.
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0:00 / 4:41
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Specialized neural networks can be trained achieve super-human performance
on many complex tasks that were previously thought to be out of reach for
machines.

(Top) Scene understanding, pose estimation, geometric reasoning.
(Bottom) Planning, Image captioning, Question answering.

―
Credits: François Fleuret, 2023. 21 / 35



Neural networks form primitives that can be transferred to many domains.

(Top) Analysis of histological slides, denoising of MRI images, nevus detection.
(Bottom) Whole-body hemodynamics reconstruction from PPG signals.
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Segment Anything Model - A Promptable Segmentation System #ShortsSegment Anything Model - A Promptable Segmentation System #Shorts

AI at MetaAI at Meta Abonneren

Object detection, pose estimation, segmentation (Meta AI, 2023)
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https://www.youtube.com/shorts/oYUcl_cqKcs


Sense, Solve, and Go: The Magic of the WaSense, Solve, and Go: The Magic of the Wa……
Later bekijLater bekij…… DelenDelen

Building autonomous cars (Waymo, 2022)
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https://www.youtube.com/watch?v=hA_-MkU0Nfw


Powering the Future of Clean Energy | I AM Powering the Future of Clean Energy | I AM ……
Later bekijLater bekij…… DelenDelen

Powering the future of clean energy (NVIDIA, 2023)
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https://www.youtube.com/watch?v=zrcxLZmOyNA


Camels, Code & Lab Coats: How AI Is AdvaCamels, Code & Lab Coats: How AI Is Adva……
Later bekijLater bekij…… DelenDelen

How AI is advancing medicine (Google, 2023)
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https://www.youtube.com/watch?v=AbdVsi1VjQY


From large to enormous

Scaling up further to gigantic models, datasets, and compute resources keeps
pushing the boundaries of what is possible, with no sign of slowing down.
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0:00 / 2:38
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Med-PaLM 2 (Google) is a large language model tuned for the medical domain.
It reaches 85%+ accuracy on US Medical Licensing Examination-style

questions.
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Deep learning can also solve problems that no one could solve before.
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AlphaFold: From a sequence of amino acids to a 3D structure
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AlphaFold: The making of a scienti�c breaktAlphaFold: The making of a scienti�c breakt……
Later bekijLater bekij…… DelenDelen

AI for Science (Deepmind, AlphaFold, 2020)
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https://www.youtube.com/watch?v=gg7WjuFs8F4


Drug discovery with graph neural networks
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Predicting cardiovascular risks from retinal images
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Chris Bishop, 2020.

For the last forty years we have programmed computers; for the next forty years
we will train them.
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The end.
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